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CHAPTER I. INTRODUCTION

There is an increasing interest throughout the world
in the development of guantitative technicues and models
to assist decision makers. When one considers the ever
changing spectrum cf problems decision makers face, the
need for such tocls is very apparent. The development
of the modern, high speed computer has made possible
several modeling technigues whose computational require-
ments would be nearly impossible tc satisfy without use of
a computer. An exampie of this is simulation. This tech-
nigue has been known ané practiced con a small scale for
some time. However, the advent of the computer has made

it possible to use simulation to solve larger scale prob-

lems that cannot be readily solved using classical solution

methods.

CAapitTal bnﬁgei-w'ng invoives expending Tunds for long
lived {mcre than one vear, prcjects. Cne cif the mest
important recurring tasks in capital budgeting is to
allocate the financial resources of an enterprise, either

vublic or private,; in a manner that best achileves enter-

prise goals. Typically, capital budgeting decisions must
be made in an environment characterized by uncertainty,

N e s



far into the future.

Modern management principles emphasize the use of a
systematic approach to improve upon intuitiwve analysis.
This stimulus has encouraged the development of maﬁhematical
techniques for analyzing investment opportunities. These
technigues have provided a theoretical basis for decision-
making, and much of the research in capital budgeting has
focused on developing and refining these guantitative
solution prccedures. This research describes a new approach
for study of the ~lassical capital budgeting dilemma of how
tO rank capital investment alternatives.

Ranking Capital Investment
Alternatives

A number of methods for ranking capital investment
alternatives have been advocated in the literature. Some
authors argue that net present value is best, while others
advocate rate of return, annual worth, payvoff period, or
other methods. From the perspective of the firm,., the best
meti:od 1s the cne that provides for the greatest net worth

over some time horizon.

Tha RAi€ffimnnlisr +hat aricec ic +hat a1l Af +ho mothadas
The difficultity that azrises is that 2ail of the methods
5 b = - s H b
currently in use may yieid different resulis when appliied
. - ES £ -
te the same set of proijects, At first this may appear

surprising, but the various ranking criteria are measurin

e el
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different things, and there is no reason to expect these
different measures will yield the same ranking of projects.
An analogy that sometimes proves useful in clerifying

this inconsistency is to consider the high jump event

at a track meet, There aras 4

F-h
th
(®
(5]
(D
'3
t
Q

riteriz that one
rigcerli at on

can use to evaluate the participants. The usual method
is to measure the greatest height an individual can jump
over. However. there are other measures that could be

used to determine a winner. Possibilities include:

=

neasuring the height and then dividing by the pexrson's

+
4

gh

a

+
-

3
p

measuring the height and then multiplying by the

~e

person's age; etc. The list of possible measures is

practically endless, bounded only by one's imagination.
In this example, determination of the winner 1s dependent

&

-
+ Eae) T Pea =Rl ataTel ~A
pO-. ae Aueasura.;tg MeTinca used.

This same type of phenomenon has occurred in the

ferent methods have Leen proposed with each method having

its proponents. Fortunately, the criterion. fcr seiecting

) ALA—-J— — —
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Consider the following projects with cash flows as

given.
$231,000
N
1 year
3100,0001 $110,00¢C
v
$1311,001.10
T
1 vear t
{
sl l/ $100,000
|
W
$11,001.1¢C
T
1 year ;
l
}
< i
v L A\
$22,00C per year
Iorever
>~ oA A
| R O
1 year | . L
I S U N
v ~ v v v
$100,000 o
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Assume that these cash flow diagrams represent four

independen

according

t projects and that the projects must be ranked

to some criteria. For this example, the projects

will be ranked usina the following ranking methods.

ROR

= rate of return

= present equivalent excess cf revenues over

costs

1 - - 2 Al 2 e S dem v ' ES 4+ o pos
. where B is the initial investment at time zero

= annual equivalent excess of revenues over COSts

AEX/B, where B is the initial investment at time zero

PER/PEC, where PER is the present equivalent of revenue

and PEC is the present eguivalent ccst. PER/PEC
= (PEX+PEC) /PEC = (PEX/PEC)+1. It is analogous
to the conventional benefit-cost ratio as

in Smith (1975, p. 233).

PAYBACK = time required to recover initial investment
Using i = 10% and perfcrming the necessary computations

yielés the

following results:

Project Number Resueliing

H 2 3 4 Ranking
ROR 21% 1,100,0:10% 1,100,010s 21% 2-3,1-4
oY $10.,000 $132.000 $§10,000 110,000 £,1-2-3
PEX/B 0.100 10,000 20,000 1.108 2-3,4,1
AEX $11,000 $§11,00¢C 11,000 $11,800 1-2-3-4
AEX/3 0.100 11,000 11,000 Q.10 2-3,1-4
PER/PEC 0.05 0.11 10,000 1.00 3,4,2,1
DAVERACX 0823 0.0002009 5.00030G¢ £.75 2-3,1,4
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Even thoucgh the data are obviocusly contrived to
illustrate the point, this simple example shows that
contradictory rankings can result from proper applica-
tion of various ranking methcds. If available funding
were either zero or infinite, the ranking procedure is
of no consegquence. Otherwise, the ranking method employed

can affect the peortfolic of projects selected.
Research Objectives

The purpose of this research is to compare varilous
capital budgeting methods through further development and
use cf a previously developed computer simulation. The
model is a basic multi-pericd horizon model, with exten-
sions for interperiod borrowing and lending, budgetary
constraints, and provisions for uncertainty. Particular

ttention is focused on the effects various parameters
have on investment selection by the rankXing process under
capital rationing. he model 1is constructed to inclilude

both mutually exclilusive and indepencdent projects.
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CHAPTER II. LITERATURE REVIEW

Literature pertaining to this research can be divided

into +throe catomnriaoccs 1Y Cani+al ™ ﬂno+—ing 2) Mathoematircal
"""" ——— hadiedihtih i’ Bl i - T e —_—m T e I - T NS AT e e —
Programming,; and 3} Capital RBudgeting Simulation.

Capital Budgeting

There is general agreement that the objective of
capital budgeting is to allocate the capital resources of
the firm so as to maximize the total wealith of the firm
at some future date. The specific criteria employed to
evaluate investment alternatives to achieve this goal
has been an area of controversy, and has attracted sig-
nificant attention. Criteria freguently analyzed include
net present valilue, annual worth, benefit-cost ratio,
internal rate of return, and payback

Nasr r‘lk:aE'_v'\ i 3 ekhaA 2

o ———— o —— — o —

Ao AN C I Ira A AR
SIS ICATNELVS e oTaS

™ ~ A = - =R T P S P
Ducigetlng. Lean acvolCates usSe 0O Tae rale i reTurnn index
~g A ewmarhaAal Fhaot T2 Aaned ey vvvmAavadbAanAd T 2la liaateAaoe
L) AR . . - - - — \—\A;‘.bl — . e e e S e s N e -—- [P PR PR i

5 . -
world and ig indocnondoant of a0 SvadSnoliS iy dotsseminad
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that in a constrained environment (e.g., capital rationing),
mathematical programming should be used in orxrder to examine
all combinations of projects.

Solomon (1959) attempted to resclve this conflict by
suggesting explicit assumptions about reinvestment rates.
Mao (1966) argues that the conflict between the net

present vaiue and internal rate of return criteria is

traceable to the differing reinvestment rates impliicitly
assumed by the two criteria. Smith (1578) points out that

the conflict over ranking is a result of "over specifica-
ticn" of the supply of funds, and that net present value
and rate of return yield consistent results when properly
applied. Jeynes (1968), Grant (1966), and Bedel and Mains
(1973) all conclude that neither net present value nor
rate of return makes any implicit assumptions about re-
investment rates.

Pegelis (1968), and Leautaud and Swalim (1°7<4) compare

geveral r::’n'wihg criteria and concinde that i

Cli-—-Tla (PRSI ES R U SLY e ——
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posals should be evaluated on the basis of several decision

criteria, rather than on the basis of one preselected
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States corporations and found that 53.6% use rate of return
as the primary capital budgeting technique, with 44% using
payback as a secondary technique. Net present value was
used by 11% of the firms as the primary criteria, and by

25.8% of the firms as the secondary method.

Mathematical Programming

~ /T QLECN e
S \L233: me oL

)

(&7}
Q

: 2 PR, A3 m -
ie ana Sava aisClisse

(q]

limitations of the rate of return approach for project
selection, and presentad a present value model designed

to overcome some of these iimitztions. The objective of
the model was to maximize net present value, subject to
constraints on total expenditures in several periods. The
model, which assumed that all cash flows are known with
certainty, that projects are independent, and that frac-
tional investments are allowed, used a form of the
LaGrange muitiplier technique tc select a set of projects

-

which explicitly considered the budgetar

b
' 1
3
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[t
H
f
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th

the projects.

Charnes, Coopexr, and Miller (1959} demonstrated in

+An?! A healr AntETmallwy 27 1Aara+trs FiinAce wi+hin oan oan+toar—o
tool to helpn optimalily allocate funds within an enter

. - c . - . e
prise. Weingartner (1963), in his docteorali dissertaticn,
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Maximize I b.x.
5 J 3

b < = = 1
Subject to E ctjxj—-ct t l1,...,7

c,. = cost of project j in period t

C, = budget celling in period t

b. = net present value of project 3

v

Xj = fraction of

Weingartner also presented the use of integer pro-

roiect 7 accepted

C

*

gramming for indivisible projects and extended the basic

linear programming model to include cases involving multiple

budgets. In addition, Weingartner presented extensive
analvsis of the economic interpretations ¢f the duality

aspects of linear programming.

- B N -~ - ea v Y A rmmN —em e M D mw aeA D T = e P Lo
DAUIU L il yuaniulL 1L IJUJ7 Ll liilivddTuU ITCLilyas Liitd L va
5 ~ - -
not addressing the problems of reinvesting funds and
S i =
PG I QS T Py A mvAmAa =~ " m + o
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and suggested a formulation that maximized dividend growth.
Meyers (1874) demonstrated that although the Baumol
and Quandt mod&el incorporated utilityv concepts, tnere 1is
little difference between this model and Weingartner's.
Bernhard (1971) used mathematical programming to
compare several capital budgeting ranking criteria.
Bernhard concluded that in an unconstrained situation
under certainty, with complete freedom te borrow
at one rate of interest, the present worth metiiod is coxrect.
One of the major difficuities with the programming
approach is the assumption of certainty. Chance constrained
programming attempts to incorporate risk into the analysis
by identifying those factors that when varied, significant-
1y affect the solution. Naslund (1871) developed a chance
constrained programming model that paralleled Weingartner's

deterministic model. However, the result was a nonlinear

Q
)
n
.r
)
]
tn
2]
Q
{1
0

’..‘

renders all but trivial probiems too time consuming for

B

are restricted to the consideration of only a single



12

objective function, whereas most real world problems in-

O
~J

ives. Lee and Lerro (1
illustrated the advantages of incorporating multiple ob-
jectives into the selection of —apital investments.

Ignizio (1976) presented a multiple objective capital
budgeting goal programming model that constrained variables

to be zero or one. Taylor and Keown (1978) formulated a

projects are in competition for limited resources.

Capital Budgeting
Simulation
Sundem (1975) constructed a manual simulation model
to compare the performance of six capital budgeting models.
The mcodels Zncluded in the simulation were: 1) mean vari-

ance portfolio (MV), 2) MV with a diagonal simplification

A Yakanh! 20N B LU T - e N~ s S Lo w— AN P S —mam = A imm D an D
\iLavary g ~ 7 Vil dcdasd. A ey A\ AT UL IID L\ vaNy 2 = wilQlliwT LWilD Ll Qariicul
- 54 + wvaliune {(NBWY) nE A pav
programming Loz » nerT pregent valug NPV, ana o nav-
- < ~

back. Sunden reported & high level of performance for the

=3 s 2 L0 L il 1 L L iQrinan) LOor i
..... alaa 1l 2 ey AL ok e AT - 7 me~ T o P R N T PN
VEa aaiamdaw v wy  wa aT vl asD ST ey G avd A VoL i Wooavaucuec

vircnments, and a decline in the performance level oI the

N - - . K LR TR N P ; 3
pavoacx model between medium and nign uncex<calnty environ-
ments. Sundem added that the resulis are completely

Pl e N R R - AW~ P R I mem m e e m e A _-— o ——— ST L
\.4.\.—:/\_‘.“\‘.:4.:\. il —-ais O il G T T2aV d Ll WwialliCai v Qi (PS8 OVTL Ll L
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Parra-Vasquez and Oakford (1976) described in general
terms a mocel for using computer simulation as a technigue
for comparing decision procedures. Simulation was used
to compare the effectiveness of: 1) sequential versus
patch decision procedures, 2) logically exact versus

)

approximate selection algorithms in the batch decision

¥

procedure, 3) three different decision procedures (maximum
Drospective vaiue, net present vaiue, and rank On prospec-
tive growth rate) when the marginal growth rate of the firm
cannot be estimated accurately. The authors concluded:

1) firms should investigate the annual decision-making
procedure as an alternative to sequential decision-making,
or possibly consider a mix of the twe procedures, 2) a
relatively small improvement in average growth rate was
achieved at relatively high computer cost by the exact

-

mathematical programming models, 3) th

(1]

three ranking

procedures are almost egually effective

'..1 .

£ the marginail
growth rate can be accurately estimated. If the marginal
growth rate cannot be accurately estimated, the authors

suggest the use of either maximum prospective valiue or

FYank O TIGSsTEeltTave Srowtn rate.
Y o o 1109748 AR AT +- I
La0MSCn v+ r /0 GUSEQ Ccomputer simulatzon to stu_y

six methods c¢f ranking cepital investment alternatives.
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2) modified rate of return, 3) annual worth, 4) net present
value, 5) payback, and 6) random. Thomson reported that
although the results were not conclusive regarding which
ranking method is superior, the results indicated that
heuristic modifications to known cecision processes could
improve the results of investment.

Salazar (1979) developed a computer simuiation program
te study the long-term conseguences of consistentliy ap-
plying a variety of decision criteria under various condi-
tions of uncertainty and incomplete information. Criteria
studied were: 1) internal rate of return, 2) internal
rate of return with cutoff, 3} net present value, 4)
adjusted net present value, and 5) random. Salazar con-
cluded that if an crderlv decision procedure is useé {(any
of the above except random), the chcice of a procedure is
not as important as maintaining the growth of the firm's
investment opportunities, and of cobtaining accurate esti-

- e SAAT e T vlaoas VNS

mates of the expected cash flows of investmenit proposals.
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CHAPTER III. THE SIMULATION MODEL

Basis of the Model

The technigue of simulation nas long been an important
tocl in engineering. Applications include simulating
airplane flight in a wind tunnel, plant layouts using
scale models, and charts and grapnhs ©to simulate lines
of communication. One of the major strengths of the
simulation approach is that it abstracts the essence of
the problem and thereby reveals its underlving structure.
This enables one to gain insight into the cause and effect
relationships within the system under consideration.

One advantage of simulation is that it allows the system
to be sub-divided into smaller component parts, combines
these components into their natural order, and then ailows

the computer to determine the nature of their interaction

that closely represents the problem and is amenadle to

... — .-

rna an 3
Lo =7

[§)]

Tyt 3
~Jol

Q

2 =
oo =

b

i Droach is usually superior o
simuxlation. However, many problems are so complex with so
many Interactive elements, that they cannot be solved
analytically. In this case, simulation often provides the
onlyv practical wayv to solve the problem.

Mivravm +ha+s o atra+om armA 1+a@ ascam~iIiatros mosar
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performance have been defined, Pritsker (1974) states that
four basic steps should be performed in a simulation
project.
1. Determine that the problem requires simulation;
2. build a model to solve the problem;

3. write a computer program to convert the model into
an operating simulation program; and

4. use the computer simul

acion
Aowvrira +n racnlvae +ha nrakhlo
N N Vs Nt e LR h N e o e W N Lt 2’.‘-\/&/‘-\—'

as an experimental
™m

> o st @

The probliem under study in this research involves
investigating the performance of several investment oppor-
tunity selection criteria under various operating condi-
tions. The criteria included in this study are:

AEX = Annual equivalent excess of revenues over costs

AEX/RB, where B is the initial investment at zeroc

PEX = Present equivalent excess of revenues over costs

PEX/B, where B is the initial investment at time zero

PAYBACK = Time requirad to reccover the initial investment

T RATTN NS

RANDCHM = Randomly selecting projects for investment
Incr ROR = Rate of return on incremental investment
Incr AEX/B = AEX/B on incremental investment

ey TEY /S = DEY /IS O Ar v rmeavavmar e oy s ST il
ncr PEX/E TDEX/S con incremental lnvestmen b
Incr PAYBACK = PAYBACK on incremental investment

Cne of the obiectives of this research is to apply

each of these criteria to *the same set c¢f data in a multi-

}._J

ative desirabilitv of the
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methods can be compared. The computaticnal requirements
of such a study are particularly suited to computer simu-
lation.

In the next section a simulation model is presented.
It was conceived and developed by Dr. Gerald W. Smith
of Iowa State University and programmed in Fortran IV.

Thomson (1976) used the simulation to compare the AEX,

g

13

EX, ROR, and DPAVRACK ranking methods (although mutuall

I._.
b

exclusive alternatives were not considered, the procedure
used by Thomson is consistent with incremental forms of
ROR and PAYBACK). The model has since been expanded by
Smith to include AEX/B, PEX/B, Incr AEX/B, Incr PEX/B,

and Incr PAYBACK. This research uses and further develops
this simulation model.

Development of the
Model

tablish the performance of the wvaricus criteria relative

data set, and tnen examine the resulits. This is readily

e e

accompliished in a simulation.
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financing is provided, ard the first period investment
activity is determined by ranking the projects in
descending order of desirability according to a pre-
established criteria. Projects are then accepted until
the available funds are exhausted. If a project is re-
jected in one period, it cannot later be accepted in a
subsequent period.

The next period begins with generation of a new set

of proiects. The available funds in this second period

Fh

consist of cash flows generated by projects accepted in

the first period, plus any cash carried over from the
previous period. This links the capital budget in any
period directly to the project selection matrix of previous
pericds. Newly generated projects are again ranked ac-
cording to the preselected criteria, and projects are
accepted until available funds are exhausted. This period
by period selection of projects continues until the horizorn
date is reached. At this point. there will be some projects

accepted in previous periods that have cash flows extending

bevond the horizon date. These cash flows are discounted

At mAva vmea AF Aamtaroact A Fha AT oA Aotoa mA +hAace
L= Pt LS L e o e Nt PO N N - BB A ot et e -~ S —
A3 mrmmtim=n S o~ I F=1 Ay EaY ~ ™ A = -~ =]
disccocunted cash flows the cash cn hznd at the horizon date
S S A mi 4 - <=~ 1 £ 7 £ -~
is added. This sum represents the value of the firm at

the horizon date.
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Figure 3-1 illustrates how this model functions.

Cash on 55 Post-horizon ;

Hand Cacsh Flows

L LY

. __‘p
AT TR -

.

——
TN
Pt
=
e

v
Initial Ecrizen Uorizeon Date
Investment Date + 10 Years

Figure 3-1. Model function
g

P P P T IR N R Y et -, S vt AN A A v\v-r\ﬂo ~
Cngc ckijective i1z tc zdcpt o inter rericd proiect
. .
seiection matriyx that maximizes the net wvalue ¢f the firm
s
at the horizon date. An alternative ijective is to maxi-
P - T N e — T B N — A P T B TmAa 2rnms it Al
Ll LT wiidT LG e e T vmwads 2 T s 4T e aine ay aae msia waTaw

3) the projected post-horizon date cash flows.

o,

he objectives become:
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Maximize net wvalue at horizon, where

a .= (z-m)
(Net value) = (Cash on hand) + I Xz(l+l)
Z=m
or
Maximize rate of return realized i, when
L. . ., I
(Initial investment) = (Cash on hand) (1+41)
n O 4
+ 7 Xz(1+1)_
z=m ’
where

horizon date

=}
i

z = post horizon cash flow period (m<z<n)

Xz = cash flow at end of period z

o]
i

horizon date plus life of longest-lived project
e J

Figure 3-2 shows the logic and steps that are followed

a computer simulation program to dynami

Q
I
}..J
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S
7]
(1-
c
e

<
ot
ay
o

relative performance of several ranking criteria. Such a
program was conceived and developed by Dr. Cerald W.

Smith of Iowa State University. This program, with various
modifications and adaptations made by the author represent

the basic tool used in this research.

P~ P e D mm Fom caea A -— q = Y
as an aid to the reader’s understanding ¢f the program
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The computer simulation program

The flow chart of Figure 3-3 represents an extension

0f the model presented in the previous section.

program generates one project with MX alternatives. For
nonincremental decision criteria, the best of the alterna-

VeSS iS5 Irecllx

<

~m e o ~% ARorn TS AN T ov
Cremenctas GQelisilinn Cxriter

9]

~ =
(O R

0
s
F

ti
Smith's (1979, pp. 109-111) network diagram methcdology

is used to determine the relevant incremental choices,

and the incremental decision path is recorded. The program
continues in this manner until NP projects have been

generated. Previously recorded projects are then rank

»

ad

ordered from most to least desirable. Projects are then
accepted for investment until the available funds are

spent. The next periocd then begins with generation of NP
< g

new projects with MX aliternatives per project. Thls process
continues on a period by period basis until the horizon

date is reached. At this poin

ot

the net value of the firm
and the rate of return realized on initial funds suppiied

although the program could be set to simuiate any

number of investment periods,; with anyv number of projects
available per period, the cost of running the simuiaticn
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Optional characteristics of the program include:
1. Internal rationing of funds
2. Stochastic cash flows

3. Inter perioc borrowing and lending

Setting the environment of the firm

To start the simulation, several beginning parameters

need to be cnosen:

1. The number of independent projects (NP) per
period and the number of mutually exclusiv
-14—¢>-—-n:4—1troc withain aach Dro; ‘ect set ]_

A we a aale e e as e Cmwaa

2. M, the number of periods of experience simulated
(the horizon date).

3. The beginning capital budget.

4. Project indivisibility options.

5. Proporticon cf mandatcry projects.

6. Relationship between forecast and actual cash
fiows.

7. Project ¢
return, €

ftems three through seven are detailed in the material

Beginning capital budget

-~ b . 2, - R S S e = P SO e D= eemmma _vem s T A
The beginning capitai input, waich is user-variable

R =R R e e e Rt

has a direct impact on the degree of

Q
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[ui
[\l
t
+
0
cr
b
C
v
4
«

2 : o T IR . TN e~ — - < 3 <
encountered 1in late8r pPer:ods. Program &Xperiance sacwed
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that the number of projects accepted in the first few
periods was somewhat erratic. This start up transient
effect, common in many simulation studies, was reduced

by providing an additional capital input 1n year Two.

This supplemental input allows more projects to be accepted
in year two, andé stabilizes the number of projects accepted

and the cutoff rate of return in later years. Capital

[
ot
n
v
H
®
n

o]
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Q
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d by the statements:
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ATCFl and ATCF2 denote the aftexr tax cash flows one

and two. This represents the external funds supplied to

the firm in vears one and two.

Project indivisibility options

The program provides for three project indivisibility

so the allocation of funds ceases when the next-ranking
project cannot be fully funded. The second option is o
accept any portion of the next ranking project permitted
by remaining funds. The third option is to seaxch the

list of remaining projects and accept the next prcject

by

in iine that nas a firs

- —S N - -~ P U PR —~ o~ o~ A~
C COST €55 whnali O cSluas ¢l ot
x - 7 v S T 2o S e e A D -2 2 laa o~ ~ = -
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PErIoc arxe carriet over tTo tiieg ne8Xt Terisd.
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when a fractional project is accepted, the portion of the
project not accepted is not carried into the next period.
Accepting fractional projects thus generally allows for
complete spending of funds. The indivisibility options are

controllied by the following:

GO TO (76,72,73)INDIV

72 ACC(K)—(AVAIL_”ASHMN)/BI
IF(ACC(K)-LT.0.0)ACC(K)
AVAIL=AVAIL-BI({K) *ACC{K
GO TO 76

73 XX=KK+1
IF(KK.GT.NIC)GO TO 76
K—ORDER(KK)

)

IF(BI(K).GT BI(KPLUS1))GO TO 73
AVAIL=AVAIL-BI (X)
IF(AVAIL.LT.CASHMN)GO TO 75
ACC(K)=1.
GO TO 73

75 AVAIL=AVAIL+BI (X)

76 DO 77 K=1,NIC
ACCEPT=ACCEPT+ACC (K)

77 CAPEXP=CAPEXP+BI (X) *ACC (X)

<)
M
CI

vortron of mendatorv orojects

The propoerticn cf the NP prcjects generated that re-
guire mandatory acceptance is a user controlled variable

PM (0 <pPM< i), The gtatug of

t
")
r(j
13
O

or discretionary is determined by the value of a uniformly
distrikuted, zero to one random number. While selecting

a value for PM causes approximately this percentage of
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projects. If a project is mandatory, only the least cost
project alternative must be accepted. Investment in a2ny

of the remaining incremental alternatives in that set is
discretionary. If a project is mandatory, investment in
discretionary project increments is determined for incremental
ranking methods by using Smith's (197%, pp. 109-111)

network diagram methodcloegy.

Relationship between forecast and actual cash flows

The program allows for two options in determining
the funds available (AVAIL) for investment in each period;
deterministic and stcchastic. The after-tax cash flows
forecast for the coming period are multiplied by a normally
distributed random variable with a mean of one, and a user
selected variance. If the wvariance is zero, the forecast

cash flows are multiplied by one, and the result is a

A Ao v S -~ A et AR - m - TE ==Y~ IO A, AN " o S™r
N Ve Ny LA d A ek ) e e N e A N N e r’\.—-‘- -t AN LA e @ -— - W e e e - -— — ‘—--J
rositive namber, funds availablie will be 2 normaily 4is-
+tribnted random variable. This is accomplished bv the
_______ randor ariap:e, THA1S 1S ACCOMDLLS ® V
FoJRE I W
J.\J-L-LU"J-&Lﬁ-
=1 n
v -— W
et~ mmem o A AN = ‘-
TEISTOMD TS0 0Van 7o 48
IT\SIGME ... C0 2 >
2 | gg Py
39 Aa™=0.0
e = A
AM=1L.U
S=SIGMA
- - -~ - n o~
DO 527 I=1.12
527 AT=2A7T+RAN(I)
V= (AT-6.0) *S+AM
- T e w7 T L avACI STV R T A
=

AVHLLTAMGD L aTavryy Ty eanaL v
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Project characteristics

Other parameters that need to be specified before

investment activity can begin are the characteristics of

the individual projects.

First cost

Recall that the model generates NP independent projects
with MX mutually exclusive alternatives per project. The
program is constructed so that the first cost of each MX
alternative is an integer multiple of the lowest cost
alternative. For example, i1f project set 3 has Iour
mutually exclusive alterrnztives, 34, 3B, 3C, and 3D, alter-
native 3B will have a first cost two times that of project
3A. 2Alternative 3C will have a first cost three times that
of 32, and 3D will have a first cost four times that of 3A.

In period one, the lowest cost alternative is assigned

- ~s - - A A la¥a¥e) AT 2 m L em smmemdian? Tee A AT e~ S v
A LiLDL CUDL UL QIVsUUUL. Litr O TOUL WD il UMM eUAU Ay v e v —
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3, = cost of project at beginning of year z

z current investment year

X one plus the rate of increase

This assumption of increasing first ccst is used
so that approximately the same number of projects will
be selected each period. The growing wealth of a firm
could otherwise permit acceptance cf all projects gene-
rated, in wnich case the ranking criteria employed wouid

be irrelevant.

Life, casnh flow pattern, and mandatory status

The life of each project is either two or ten years,
determined on a random basis, with an egual probability
of either life. These lives were chosen to represent

relatively short-lived and long-lived projects.

mie ~ - L7 e Py - S 1 3
The cash flow pattern in each preject is either
[ - N P o U . S V. . PP R T [aa ) PP — =T g
LJUDLL.LVC uirLirorin oL LObDLLALVE OClLauilicliit. LS Ccasoe Laiuw
PE 3 S 3 3 1 = 3 £
pattern is determined randomly, with 30% being uniform

Ni{IY=2

SLOPE(I1)=0

MAND(I)=1

IPVPRPL(IY T . BIN{(IY=210
IF(YFL(1).GT.0.5)YFL{1)=YPL(1)-0.5
ID(YPL{1)Y,CGT,2.28)STC0E (I =1

IF(YFL) (1) .GT.0.25)YFL{1)Y=YFL(1)~-0.25
FL(1)=vFL.(1) *4

IT(YFPL(1l) .GT.PM)MAND(I)=0
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YFL(1l) is a uniformly distributed, zero to one random
number, that determines life, cash flow pattern, and

mandatory status of th2 project as follows:

ORIGINAL YFL(1l) N SLOPE MANDATORY
IF PM=0.250

0.0G00-0.0625 2 0 1
0.0625-0.2500 2 0 1
0.2500-0.3125 2 1 0
0.3125-0.5000 2 1 0
G.5000-0.5€25 10 0 0
0.5625-0.7500 10 0 0
0.7500-0.8125 10 1 0
0.8125-1.0000 10 1 0
xate Of reiuri

If first cost, life, cash flow pattern, and rate cf
return are kanown, year-by-vear cash flows can be calcu-
iated. Rate 0f return is randcmly genesrated for each

YEFL{ ) is a uniformly distributed, zerc
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return,

and is user variable.
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establishes the limits of the rate of

The table below lists

various inputs and the resulting limits on preoiect rates

Input Variable

2.00/5.
1.28/4.

0.90/3.

Use of the equation

tion of rates of return,

mean of 15.96%.

ROR Limits

8% to
8% to

10% to

above results

- -
d.4

40%
32%
30%

4
cne

with a median of 17.89% and a

408 7
30% -+
RCR
20% =+
i0% -+
i0% — —_—
: 1
os L + : 4 —
0.000 0.25¢0 2.500 0.750 1.000
YEL
The rate of return statement is part of a loop that
generates the cash flows for each mutually exclusive

alternative:
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DO 1 J=1,MX
ROR(J,1)=2.00/5.%* (1 . +YFL(J+1))
B(J)=J*%50000.*1,20%** (NOW-1)
A(J+1,1)=-B(J)

NN=N(TI)

IA=ROR (T, 1)

AEP=IA/ (1-(1+IA)**(-NN))
PEG=((1-(1+IA)** (-NN)) /TA-NN* (1+IA) ** (-NN)) /T
CFL(J)=B(1l) *AEP* (1-SLOPE(I))
1 G(J)=SLOPE(I)*B(1l)/PEG
DO 510 J=2,MX
CFL (J)=CFL(J-1) +CFL (J)
510 G(J)=G(J-1)+G(J)

I

I-h
I-h

or example, project number one has four mutually

exclusive alternatives, the alternatives would be labelled
1A, 1B, 1C, 1D.

The program generates the rates of return along
the diagonal of the rate of return matrix:

Project ROR on incremental
investment compared to

0 A B cC
iz X
1B X
ic 4
1D X

After generating the rates of return on the diagonal,
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Project ROR on incremental
investment compared to

0 A B C
in 35.2
1B 23.4 10.0
1C 22.2 15.1 19.8
1D 19.3 13.4 14.9 9.7
First cost, iife; slope. rate of return, and the

associated cash flows have now been determined for each
of the MX alternatives of project number one. The program

then repeats these steps for each of the NP projects to

be generated.

Ranking criteria

The program calculates the following ranking criteria:

1. ArX

2. ATX/R

3. PEX

4. PEX/B

S. DPAVEATX

e. RANDOM

7. ROR on incremental investment = Incr ROR

8. AEX/B on incremental investment

[
H
)
0
K
"
td
54
~
w

9. PEX/B on incremental investment cr SEX/B

fl
[
]
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RANDCM indicates that alternatives will be ranked
randomly. Methods cne through six are nonincremental
decision rules. Method ore, for example, regquires us to
select for further consideration the AEX-maximizing
alternative in each prolject set, then rank those 1in
descending oxder of AEX. Methods seven through ten are
incremental ranking methods. These methods begin by
selecting the best alternative from each independent
project, and then use Smith's (1979, pp. 109-111) network
diagram methodology to select additional project incre-

ments.

The ranking process

For the nonincremental ranking criteria (numbers one
through six) the best alternative is selected for each inde-
pendent project from its associated set of mutually exclu-
sive alternatives. This is done for each independent
project and results in a list of NP projects. If there
are mandatory projects, the least cost alternative in the

set is treated as mandatory, then the best increment from

than NP.
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For incremental ranking methods (numbers seven through
ten) the best alternative is selected within the set.
Smith's (1979, pp. 109-111) network diagram methodclogy is
then used to select remaining alternatives in the set.

When mandatory projects are involved, the lowest cost
alternative is selected first. Smith's (197°, pp. 108~

111) network diagram methodology is then used to select

The program then tabulates these investments and
incremental investments in rank order, from most to least

desirable., This is accomplished by the following program

segment.

ORDER(I)=Z

DO 31 I=1,NIM1

IPLUSI=I*1

DO 31 J=IPL US.L,N.L
IT(Y(I) GE.Y(J)) GO TO 31

MO CTThan T
ALV T il as W W

ranked according to the selected ranking criteria. The

\

program now accepts investments and incremental invest-
ments until the available funds are exhausted. The

hierarchv o

ih

proiect acceptance is:
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1. Accept all mandatory projects

o

. Accept all projects wiith a rate cf return greater
than the preset level RORGO

~ R N -~ -~ b A 4+ <

3. Accept additicnal prcjecis z2s funds a2llow

A 3 A A 3 3

4, Never accept projects below a preset minimum

rate of return RORMIN, even if funds allow

RORGO and RORMIN are input parameters that are user
variable. With the ROR generator limits of 0.08 and 0.40,
the user can bypass lines 2 and 4 zbove by setting RORGO
greater than 0.40 and RORMIN less than 0.08.

The program has provisions for inter-period borrowing
and lending. If it is necessary to borrow, (for example,
to accept all mandatory projects) extra funds are avail-
able at a user-specified rate of interest (30% in this
simulation). If there are unspent funds in any period,
they can be invested for the next period at a user-

specified rate of interest (5% in this simulation).

. ) b
nvestment, and the

available funds are spent. This process continues on a

pericd by period basis for M pericds.
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Computing the results of investment

After the horizon date has been reached, (1) the sum
of current cash plus the present worth of future cash
flows, and (2) the rate of return realized on initial
funds supplied are calculated in the folilowing statements.

PEATCF=0.0
DO 48 K=MPLUS1l,MNY

48 PEATCF=PEATCF+ATCF (K)/ (1+IAR) ** (X-M)
FLAG=1

AN N
[TV e v

DELTA=0.190
80 AA=AA+DELTA
PEX=0.0
DO 81 K=MPLUS1,MNV
PEX=PEXTATCT(K) /{1+AA) **K

PEX=-~ATCF1+PEX+CARRYO/ (1+AA) **M-ATCI2/ (1+AA)

(o]}
-4

IF(AA.LT.0.0)GO TO 85
IF (PEX)82,85,83
82 IF(FLAG.EQ.1)DELTA=-DELTA/Z.
FLAG=0
GO TO 84
83 IF(FLAG.EQ.0)DELTA=-DELTA/2.
FLAG=1
84 IF(ABS(DELTA).GT..0.0002)G0O TO 80
85 RR(ICYCLE)=aA

The seguence of events just completed represents one
cvcle of the program. The preogram is structured so that
one or more cycles are run using the same ranking criteria.
After the desired number of cycles have be=an simulated,
the program can be directed to start over agaln USing
another ranking criteria. If this option is selected,

the program generates exactly the same set oI projects
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that were generated for the previous ranking criteria.
This is accomplished by restarting the random number
genera*or at precisely the same point anytime a different
ranking criteria is selected. This results in the inter-
period project matrix being exactly the same for alil the

ranking criteria.



(€F)
D

CHAPTER 1IV.

One of the objectives of this study is to

simulation there are several input

these conditions of the study, and

have a large number of possible valu

arameters
the

of

es. This

RESULTS FROM SIMULATION

investigate
ranking

T F N
e

- &

-
La

2
that affect
se parameters

results in

an almost limitless number of feasible combinations.

———— T

300,000 statement executions per cycle, depending on the

ranking method selected.

The constraint of a finite

computer budget makes it impossible to study all of the

parameter ccmbinations.

Therefore, this study focuses

on investigating the effect that some of the major input

parameters have on the relative performance cf the ranking
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Table 4-1 presents the results obtained by simulation
performed with the above parameter values. Table 4-1 and
all succeeding tables (unless otherwise noted) will present

data that represent the average value obtained for five

complete cycles. Both the net wvalue in

'3
:3

at the horizon date, and the rate of reiturn realized on

initial funds supplied the firm are given in this and most

succeeding tables.

Table 4-1. Results achieved through five cycles of

PR [ T
Silliuaacion

Rank by et value RO
< in millions realized
AEX $10.31 25.14%
AEX/B 10.53 25.52
PEX 10.23 24 .88
DPEX/B 10.52 25.34
DavReRaCK 7.81 22.18
RANDOM 5.55 15,64
Incr RCR 11.08 25.94
Incr ATX/2 11,12 25.¢92
Incr PEX/R 10.88 25.¢6¢

Incr PAYBACK 6.46 20.48
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Table 4-1 shows that the ranking methods do yield
different results for the net value of the firm at the
horizon date and for the rate cf return realized on initial
funds supplied. Incr ROR, Incr AEX/B, and Incr PEX/B
yield the highest net value and ROR. AEX/B and PEX/B
are next, followed by AEX and PEX. PAYBACK and Incr
PAYBACK do worse than any of the other methods except

I

NDOM. The ROR realized by the RANDOM ranxXing method,

'

15.64%, is close to the mean ROR of the random generator,

ATCF - The External Funds
Invested
ATCF1l and ATCF2, hereafter referred to as ATCF,
represent the total funds invested in the firm and directly

control the number of projects accepted for investment in

= R, - - —de e am m e ET caAm~a
2L Ll XL IQD Q@ DLLVil dirl L uCanne o
~ . - . ~ - - PR . b :
cn determining the level of rationing encountered by the

Several values of ATCF were tried in the simulation to
cdetermine the resulting effect on the relative performance
of the ranking methods. Table 4-2 presents the Gata ob-

tained by allowing ATCF to range from $3,700,000 to

$25,000.

1-3

ne data i

o
y
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Net value”

$3,700,000
2,800,000
2,200,000
1,700,000
1,300,000
900,000
700,000
500,000
300,000
150,000
75,000

25,000

- value and ROR realized at various ATCF levels

Net
AEX A?X/BmﬂwPEX " PEX/B PAYBACK RANDOM éggr Aé;jg péﬁfé pAiEXéK
19.97 17.87 20.10 17.85 17.31 15.11 '20.69 20.72 20.82 18.36
17.59 15.74 17.63 15.79 14.51 12.46 17.85 17.87 17.95 15.03
15.15 14.02 15.23 14.10 13.55 10.21 15.46 15.52 15.58 11.54
12.61 12.28 12.69 12.29 10.28 7.59 13.10 13.16 13.12 8.60
10.31 10.53 10.23 10.52 7.8l 5.99 11.08 11.10 10.88  6.46
7.64  8.30 7.55 8.23 5.32 3.98 8.69 8.68 8.46 4.53
6¢.20 7.02 6.07 6.86 4.13 3.15 7.31 7.30 7.08 3.68 .
4.71 5.57 4.47 5.39  3.08 2.39 5.75  5.66 5.52 2.78 v
2.96 3.84 2.76 3.73 1.82 1.50 3.96 3.88 3.76 1.85
1.53  2.22  1.41  2.13 .981  .754 2.31 2.25 2.15 1.02
793 1.16 .704 1.08 556  .422 1.23 1.17  1.09 .560
270 .412  .249  .397 207 .110  .473 412 397 .207
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ATCE

$3,700,000
2,800,000
2,200,900
1,700,000
1,300,000
900,000
700,000
500,000
300,000
150,000
75,000

25,000

(Continued)

AEX  AEX/B  PEX  PEX/B PAYBACK RANDOM ;ggr Aéﬁﬁg Pé;i; P£§§£CK
21.29 20.15 2).3%5 20.15 19.83 18.45 21.63 21.64 21.70 20.42
22.82 21.70 22.84 21.74 20.94 19.34 22.96 22.98 23.04 21.28
23.75 22.95 23.74 23.01 21.88 19.68 23.95 24,00 23.98 21.02
24.52 24.29 24.52 24.27 22.54 19.73 24.91 24.97 24.86 20.70
26.14 25.52 24.98 25.34 22.48 19.64 25.94 25.92 25.66 20.48
25.71 26.77 25.52 26.51 22.34 19.18 27.21 27.15 26.72 20.59
26.11 27.61 25.79 27.19 22.34 19.31 28.01 27.91 27.41 21.10
26.65 28.56 26.02 28.08 22.77 19.91 28.98 28.67 28.20 21.69
26.94 29.66 26.14 29.30 22.62 20.30 30.14 29.62 29.26 22.76
27.16 31.12 26.29 30.63 23.55 20.26 31.56 31.08 30.59 23.99
27.35 31.31 26.29 30.63 25.08 21.25 32.40 31.25 30.60 25.14
27.25 26.1C 30.63 25.52 17.88 32.41 31.11 30.63 25.52

31.11
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the incremental ranking methods, Incr ROR, Incr AEX/B,

and Incr PEX/B, perform better than either the nonincremental
ranking methods or Incr PAYBACK. The relative superiority

of these methods increases as the level of ATCF decreases.
The table alsc shows that PAYBACK and Incremental PAYBACK
produced worse results than any of the other methods except
RANDOM. At all levels of ATCF there is little difference
in the results chtained by AEX and PEX. The same is true
for the pair AEX/B and PEX/RB, and for three incremental
methods (Incr ROR, Incr AEX/B, and Incr PEX/B). There

seem to be irportant differences however, in the values

obtained among these three groups.

Bias of Ranking Methods

The ranking methods vyield different results because
each method selects a scmewhat different set of projects
each investment period. 2All of the ranking methods tena
to favor certain project characteristics such as high or

low first cost, long or short iife, etc. The projects
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seiected for ianvestment by the varicus methods wilii nave
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four examples will be presented showing how different
ranking methods tend to favor different project charac-
teristics. In the simulation the RANDOM criteria can be
used as a benchmark for comparlison. In these exampies,

the AEX, AEX/B.;

o)}

ROR will bhe used as the benchmark, an

-

TEX, PEX/B, and PAYBACK methods will be compared relative

to the RCR method. The choice of ROR as a benchmark is

one of convenience onlyv: anv of the methods could be used.
Bach example will consist of two independent alter-

£ -
ferent

th

natives with the same rate of return, but with di
life and/or first cost characteristics. The discount

rate used in all examples 1is 20%.

Example 1: Egqual first cost, unegual life

$37,657
ROR = 22.3% PEX/R = ,1506
1 2 PEX = $7532 AEX/B = .0986
I AEX = $4¢930 PAYBACK = 1.328
QSU;UUO:
$17.1¢%7
A ~ - A
1 b2 3 4 5 s 7 8 9 10 |
¥
$50,00¢C
ROR = 32.3% PEX/B = .4418
PEX = g£22.¢¢¢C AZ¥/R = (1034
AEX = $52695 PAYBACK = 2.907
This example illiustrates that when two alternatives
have the same Iirst ccst, unsgualil iives, and an ROR
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AEX/B criteria will favor the longer-lived project, while

PAYBACK will favor the shorter-lived project.

Example 2: Equal life, unequal first cost

$24,502

$——3
- ——— ‘;V

-I, +— —re + — —
N4
100,000 ROR = 20.8% PEX/B = .0271
DPEX = $2712 AEX/R = .0065
AEX = $647 PAYBACK = 4.08
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$50,000
ROR = 20.8% PEX/B = .0271
PEX = $1356 AEX/B = .0065

ME
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PAYBACK = 4.08

This example illustrates that when two alternatives
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Example 3: Uneqgual life and first cost with longer-lived
alternative having a higher first cost

$37,657

1 ] 2]

r
Y

ROR 32.3% PEX/B .1506
PEX $7532 AEX/B .0986
AEX = $4930 PAYBACK = 1.328

$34,363
' A
) 1 J 2 3 4 5 &6 7 8 9 10 J
!
$100.000

ROR = 32.32% PEX/B = .4418
PEX = $44,178 AEX/B = .1054
AEX = $10,537 PAYBACK = 5.81

1

his example illustrates that when two alternatives

+

have unequal lives and first costs, with the longer-

lived alternative ccsting more and an ROR greater

than the discount rate, PEX, AEX, PEX/B, and AEX/

"
w

criteria will favor the longer-lived, higher

Fh

irst cost
proiject, while PAYBACK will favor the shorter-lived,

lower first cost project.
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Example 4: Unequal life and first cost with shorter-lived
alternative having a higher first cost

$71,133

<>

$100,000 ROR = 27.1% PEX/B .0869
PEX $8691 AEX/B .0569
AEX $5689 PAYBACK = 1.406

i

e

$50,000

ROR = 27.1% PEX/B = .2496
PEX = $12,481 AEX/B = .05655
AEX = $2977 PAYBACK = 6.709

This example illustrates that when two alternatives
have unegual lives and first costs, with the shorter-lived

alternative costing more, and an ROR greater than the

~" - . P ———— e S -3 e E A o S B | P L =~

ULDLUUIIL Late, CONA, Lo/ Dy Qeild LRI04/ b Wi b d LA VoL waae
i o 5

longer-lived, lower f£irst cost project, while AEX and

ranking method,. and when project rate of return is greater

than the discount rate, AEX will favor hich first cost,



long-lived project, AEX will favor the high first cost
short—-lived project. PEX will favor long-lived, high
first cost projects in that order. This method tends to
favor a long-lived low first cost project over a short-
lived high first cost project. AEX/B and PEX/B have the
same bias as theilr AEX and PEX counterparts. However,
dividing by B, the first cost, reduces the extent of the
bias. PAYBACK favors short-lived projects with relative
indifference regarding first cost.

The bias of ROR relative to these methods is of course
Jjust the reverse of the biases discussed above. For
example, ROR when compared relative to PEX tends to favor
short~lived, low first cost projects.

Projects Accepted for
Investment

o}l
H
)
y)
O
=t

of first cost providing a range of iow to high first cost
nroiects. These vroiect characteristics were chosen to

orovide an opportunity for the relative bias of the various

ranking methods to affect which projects would be se

}--2

ected
for investment.

Table 4-3 shows the first cost and life characteris-

the nro-ects accented for invesiment bv each oif the

th

1 e A
-z O
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Table 4-3. Characteristics of projects accepted for
investment

wwcey  Nomber of Frojects  Avg. Rirst  vg.
AEX 33.6 $327,572 6.5 yrs
AEX/B 52.8 216,508 6.4
PEX 30.4 313,675 7.7
PEX/B 50.6 211,301 6.8
PAYBACK 57.6 253,442 4.9
RANDOM 35.2 233,401 6.2
Incr ROR 58.0 210.703 6.5
incr AEX/B 56.4 203,874 6.7
Incr PEX/B 50.0 198,481 7.5
Incr PAYBACK 73.8 230,279 2.9

ranking methods. The number of projects selected per

cvcle is also shown. The figures represent the average
value obtained over five complete cycles of simulation
activity.

The simulation data tabulated in Table 4-3 verliy

that the relative bias of the individual ranking methods

t-h

does have an impact on the type of projects seiected

—.alh -
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all tend to favor lower first cost projects. 1Incr PEX/B

retains the bias of PEX for long-lived projects. AEX

has a bias for high first cost projects, while PEX has a

bias for long-lived, high first cost projects. Dividing

by B reduces the bias of the AEX or PEX methods. PAYBACK

and Incr PAYBACK favor short-lived projects.

Average Annual Capital

g
Dxpenditures

Table 4-4 shows the annual expenditure (funds returned

for reinvestment from previous projects) averaged over

Table 4-4. Average annual capital expenditure for the
various ranking methods

1al I
RANKBY Ca?zigig§x§2igigure AEQEOZ?igi
AEX $1,051,488 $10.31
AEX/B 1,111,436 10.53
PEX 893,832 1¢.23
PEX/B 1,040,019 10.52
PAYBACK 1,430,314 7.81
RANDOM 879,116 5.99
Incr ROR 1,173,524 11.08
incr ARX/B 1,100,425 11.10
Incr PE¥/= 74,743 10.88
Incr PAYBACK 1,716,825 .46
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five complete 9 year cycles.

PAYBACK and Incr PAYBACK provide for the highest
average annual capital expenditures. However, these
methods tend to select very short-lived projects, and at
the horizon date cash flows do not extend very far into
the future. This results in a relatively low net value
of the firm.

Incr ROR and Incr AEX/B vield the highest results
for the net value of the firm. These methods tend to
select projects with similar 1ife and first cost charac-
teristics. Close behind is Incr PEX/B. This method
tends to select relatively long-lived projects, and yields
a smaller average annual capital expenditure.

The tendency of AEX to favor high first cost projects,
results in this method selecting a smaller number of projects
each period, which in turn results in a smeller amount of
cash returned for reinvestment. The ulitimate result is a

=

‘_J

ative

'-..l
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=

v smaller net value of the firm at the horizon
date.

The tendency of PEX to favor long

i
t
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<
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projects

o A+
o —ia

Tl Lol T

expenditure, and a lower nei value oif the firm.
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AEX/B and PEX/B behave similarly to their AEX and PEX
counterparts. However, much of the bias for long-lived
and high first cost projects is removed, and these methcds
vield higher figures for the net value of the firm than

AEX or PEX.

Cutoif Rate of
Return

For very large values of ATCF, there is little or no
raticining. When the percent mandatory (PM) 1s zero, non-
incremental ranking methods can accept a maximum oI NP
independent projects per period, so if ATCF is large,
these methrds tend to run out of projects before all
available funds are spent. This results in a significant

level of carryvover cash from period to period. I ATICF

is large, AEX/B and PEX/B do worse than A=EX and PEX be-
cause these methods select lower First cost projects. thus

rationing increases,; and the cutoff rate of return, as
determined by the Incr ROR method, increases.
Under severe rationing, AEX and PEX, because of their

proiects, do worse
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AEX/B and PEX/B, which have some of that bias removed,
perform nearly as well as the incremental methods.

The relationship between the cutoff rate of return and
the discount rate is important as it affects the per-
formance of the ranking methods, and warrants further
examilnation.

Table 4-5 gives the average cutoff rate of return
determined by the Incr ROR ranking method at the various
ATCF levels. The table also gives the net value of the

firm obtained by the PEX and Incr ROR methods.

Table 4-5. Average cutoff rate of return at various
ATCE levels

Net wvalue

ATCF Avg. Cutoff obtained by: ((Incr ROR-PEX)/PEX)
ROR PEX Incxr ROR x 100%
$3,700,000 16.2% $20.10 $20.69 2.93%
2,800,000 19.8 17.62 17.85 1.24
2,200,000 21.5 15.23 15.4%6 1.51
1,700,000 23.2 12.69 13.10 3.23
1,300,00C 24.1 10.23 11.08 8.31
200,000 25.4 7.55  8.69 15.1
700,000 26.9 6§.07  7.31 20 4
500,000 28.3 4.47 5.75 28.6
300,000 30.3 2.76  3.5% £3.5
153,000 32.5 i.41 2.3% 63.8
75,000 35.4 0.704 1.23 74.7
25.000 36.5 G.245 0.473 55.0
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The cutoff rate of return is closest to the discount
rate (20%) when ATCFEF = $2,800,000, and the cutoff rate
of return is 19.8%. If the discount rate and the cutoff
rate are the same, the PEX and Incr ROR ranking technigues
will not necessarily yield the same result due to period
by period fluctuations. Table 4-5 shows that the smallest

difference between PEX and Incr ROR, 1.24%, occurs when

(t

(=}
-

0

§

b

2

toff rate o0f return is closest to the discount rate

£ 2

3

O
o

. As ATCF decreases, there is an increasing dis-
parity between the cutoff rate of return and the discount
rate.

Table 4-6 shows how the first cost and life charac-
teristics of the projects selected by each method for in-
vestment change as the level of rationing increases.

The data suggest that as the level of rationing

increases (ATCF decreases), the relative bias of the

—een
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Table 4-6. Characteristics of projects accepted for in-
vestment at three ATCF levels

KANKBY sz,soo,oo%TCF Lev:%,300,000 $300,000
AVERAGE FIRST COST OF PROJECTS ACCEPTED:

AEX $285,017 $327,527 $381,002
AEX/B 240,679 216,508 180,563
PEX 281,372 313,675 359,424
PEX/B 241,856 211,301 176,080
PAYBACK 249,871 253,442 258,167
RANDCH 272,15¢ 233,401 291,165
Incr RCR 221,280 210,703 184,980
Incr AEX/B 220,347 203,874 184,895
Incr PEX/B 215,743 158,481 176,526
Incr PAYBACK 219,581 230,279 243,649
AVERAGE LIFE O PROJECTS ACCEPTED:

AEX €.2 yrs 6.5 yrs 6.6 yrs
AEX/B 6.3 6.4 €.8

PEX 6.2 7.7 5.7
PEX/B 6.2 5.8 8.7
PAYDBACK 5.7 4.5 2.2
RANDOM 6.3 £.2 6.0
Incr ROR 6.3 6.5 .4
Incr AEX/R £.3 2.7 7.0
Incr PEX/B 6.2 7.5

Incr PAYBACK 4.6 2.9
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Relative Effectiveness of the
Ranking Methods
RANDOM ranks projects on a random basis. The ou:comes
generated by this method can be used to establish a standard
against which the other ranking methods can be compared.

Define the effectiveness cf a ranking method as:

= —aa

~r e score - R nAAm™m
V N\ N A e N LAY A

z s
st score - Random score

This effectiveness index can be computed for both *he

=74
A e e

D

-~ ——— T an — Fal 3 3 h
et value and RCR zed at the ATCEF values given in Table

- =

£

fe
<
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4-2, Takle 4-7 presents the results of these computations.
The ranking method with the highest average effective-
ness index is Incr ROR. This is followed closely by Incr

AEX/B and Incr PEX/B. The ranking methods, liste

(o2

=
Txrom

most effective to least effective are:

Nrrmar o~ o+FEvamt

R e -

D
3
D
N
N
3
2
D
X

Net value ibR.realizea
1. 1Incr ROR .5%4 .994
2. Incr AEX/B .568 .969
3. Incr PEX/B .93¢ .938
4. AEX/B .828 .858
5. DPzX/B RO .832
6. AEX 724 . 780
7. PEX .086 .74
8. PAYBACK . 287 L4201
8. Incr PRVBACK .21¢ .316
i0. RANDOM .CCC .C0C0



Table 4-7.

ATCEH

2,800,000
2,200,000
1,700,000
1,300,000
900,000
700,000
500,000
300,000
150,000
75,000
25,000

Average

kelative effectiveness of the ranking methods

at

various ATCF levels

) Incr Incr Incr  Incy

ABX _ AEX/B___PEX _ PEX/D PAYBACK RANDOM ROR _ AEX/B _PEX/B PAYBACK
851 .83 .874 .480 .385 0.00 .977 .982 1.00 .569
93¢  5H97 . 942 .607 .373 0.00 .982 .985 1.00 .468
.920 . 709 935 . 724 436 0.00 .978 .989 1.00 .248
. 896 . 833 .911 .835 454 0.00 .989 1.00 992 .135
. 845 . 888 . 830 .886 .356 0.00 .996 1.00 .957  .0990
L1777 917 . 758 .902 285 0.00 1.00 .998 . 951 117
.733 . 930 702 .892 236 0.00 1.00 .998 . 945 .127
.690 .946 619 .893 205 0.00 1.00 .973 .932 .116
.593 . 951 512 .907 .130 0.00 1.00 . 967 .919 .142
499 .942 L4272 .884 .146 0.00 1.00 .961 .897 171
459 .913 . 346 .814 .166 0.00 1.00 .926 .827 171
. 496 .832 . 385 .791 L2067 0.00 1.00 .832 .791 .267
724 . 828 . 686 801 .287 0.00 .994 .968 .934  .219



Table 4-7 (Continued)

arcr

ROR Realizo
83,700,000
2,800,000
2,200,000
1,700,000
1,300,000
900,000
700,000
500,000
300,000
150,000
75,000
25,000

Average

AEX ABX/B

d

. 941
<942
. 914
.873

.813

. 780

e Incr Incr Incr Incr
PEX  PEX/B PAYBACK RANDOM ROR AEX/B PEX/B PAYBACK
.523  .892  .523  .425 0.00  .978  .982 1.00 .606
.638  .946  .649  .432 0.00 .978  .984 1.00 .529
757 .940  .771  .509  0.00 988 1.00 .995  .310
.870  .914  .866  .536 0.00 .989 1.00 .979  .185
933 . 848 .905 .451 0.00 1.00 . 997 .956 .133
945  ,790  .913  .394  0.00 1.00 .993  .939  .176
954  .745  .906  .348  0.00 1.00 .989  .931  .206
.954  .674  .901 315 0.00 1.00 .966  .914  .196
951  .593  .915 236  0.0C 1.00 .947 .91l 250
961  .534  .918 291 0.00 1.00 958  .914  .330
902  .452  .841  .343 0.00 1.00 .897  .839  .349
L9121 .566 877  .526  0.00 1.00 .911  .877  .526
.858  .741 832  .401  0.00  .994  .969  .938  .316

wn
\O
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Statistical Significance

An important feature of the simulation model is the
generate an identical seguence of investment
proposals that can then be operated on by the different
ranking criteria. This procedure eliminates one potential
scurce of random varilation, and permits a direct comparison
of the effectiveness of the various ranking criteria.

Each ranking criterionoperates on an identical
stream of investment propcsals because each ranking method
is passed through an initial seed for the random number
generation. Thus, data generated by each of the ranking
criteria for any individual cycle are based on applica-
tion of the criteria to the exactly same set of investment
ocvportunities that were made availlable to other ranking
criteria.
~iicating fhie nrocess For several cveles. &
paired sample t test can e used tc make statements about

~—

the firm at the horizon date, and the rate of return on

the initial funds supplied (ATCF). To use the paired

- X - .
sanple t test. the difference between methods a and b
Lmam Al Aer~T A A~~~

fcr zach coyclic



difference d, and the starndard deviation of the difference,

Sd’ are then calculated.

Assuming that the differences are normally distributed,

a t test can be used to test the hypothesis:

HO: the mean of the difference, bea’ is zero
Hpt the mean of the difference, Eb—a; is not zero
Using the initial set of input parameters, the simula-

tion was run for 50 cycles for each ranking method. Table

4-8 presents the results obtained.

Table 4-8. Results achieved throuch fifty cycles of

simulation
RANKBY AYgrag?’§?t Vélue Avira?e RER
(1N Mir13i0nNsg) RESaLlzZzeda
Incr“;bg $i10.80 25.68%
incr AEX/B 10.80C 25.66
Incr PEX/B 10.6¢4 25.43
AEX 1C0.z2¢C 25.05
AEX/B 10.18 25.Cso
PEX/B 10. 1% 25.00
PEX 16.05 2£4.87
PAVBACK 7.57 22.15
incr PAYBACK .34 20.18
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The number of possible paired combinations is:

10!
(To=2y71 ~ 2¢
The number of unigque t values is 90/2 = 45, since

the t value for a-b is the negative of the t value for
b~a. The paired sample t statistic was calculated for

all 45 unique combinations for both the net value and

rate of return
s, o N Nt e e S e -

-

values for 49 degrees of freedom and various levels of

significance are:

Level of
significance .100 .050 .025 .010 .005

Critical

t value 1.667 2.00% 2.312 2.680 2.940

For a one tailed t test, H, > 0 or HA < 0, the

significance . 100 . 050 .C25 .010 .005
Critical
t vaitue
HA >0 1.2%9 1,857 2.C02 2.212 2.8R0
"A«<O ~1.299 -1.667 -2.009 -2.312 -2.680 -

002



Table 4-9. Paired sample L statistic cla:ulated for fifty cycles of simulation

Incr Tnce  Ince Incr
ROR _ AEX/D PEX/3 AEX  AEX/B PEX/8 _ PEX PAVSACK PAYBACK RANDOM

NET VALUE

Incr ROR 0 49 577 -14.19 -12.75 ~-12.66 ~14.14 -30.34 ~-37.36 -41.39
Incr AGX/B ~.49 0 ~6.83 ~14,88 ~12.74 ~12.64 ~-14.69 -31.10 -38.26 -42.39
Incr PEX/B 5.70 6.83 0 -10.71 =-9.09 -10.09 -14.65 ~30.66 -39.09 -42.32
AEX 14.1.9 14.83 10.71 0 -.22 -.57 -3.08 -28.34 -37.34 -41.99
AEX/B 12.75 12.74 9.0 22 0 ~1.32 ~1.48 -26.04 -32.79 -35.21
PEX/D 12.66 12.64 10.0) .57 1.32 0 ~1.18 ~-26.38 -33.24 -35.64
PrX 14..4 14.69 14.65 3.08 1.48 1.18 0 -28.40 -38.18 -39.82
PAYBACK 30.34 31,10 30.65 28.34 26.04 26.38 28.40 0 -18.15 -26.38
Incr PAYBACK37.36 38.26 39,09 37.34 32.79 33.24 38.18 18.15 0 -5.73

RANDOM 41.39 42,93 42,32 41.99 35.21 35.64 39.82 26.83 5.73 0



able 4-9 (Continued)

T T Tincer T Incer Incx Incr
' ROR____AEX/B PEX/B  AEX AEX/B PEX/B _ PEX PAYBACK PAYBACK RANDOM
ROR REALIZLED

Tact ROR 0 -2.05 -8.7& ~17.50 ~15.12 -16.15 ~12.10 =32.96 ~41.19 -42.45
racry BEX/B 0 2.05 0 ~8.6% ~16.74 -14.24 -15.30 -16.63 ~33.55 -41.78 -43.12
fncr PEX/B 8.78  8.63 0 ~10.18 =-7.25 -9.82 -15.78 -31.36 -40.82 -40.41
AEX 17.50 16.74 10.1& 0 ~.41  -.85 =~5.34 ~28.25 -38.25 -38.93
AEX/13 15,12 14.24 7,25 410 ~3.78 ~3.05 -26.58 -34.12 -35.26
PEX,/13 16.15 15.30  9.8%Z .85 3.78 0 ~2.15 ~26.33 ~33.75 -34.93
PEX 17.10 16.63 15.78 5.34  3.05 2.15 0 -26.89 ~36.99 -35.41
PAYBACK 32,96 33.55 31.36 28.25 26.58 26.33 26.89 0 ~17.51 -16.75
Ince PAYBACK 41.19  41.78 40.82 38.25 34.12 33.75 36.99 17.51 0 ~5.64
RANDOM 42.45 43.12 40.41 38.93 35.26 34.93 35.41 16.75 5.64 0
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observed t value is greater than the critical t value, the
observed difference in the means is statistically signifi-
cant.

For the one tailed test, if the observed t value is
either greater than or less than the appropriate critical
t value, the observed difference in the means is statistical-

ly significant.

For example, the observed t value for PEX/B-PEX

is
1.182. This indicates that the null hypothesis, Hg: d=0
would not be rejected at anyv cf the significance levels
given.

Table 4-10 shows those combinations where the null
hypothesis would be rejected at a .01 significance level
for the two tailed test, or at a .005 significance level

for the one %tailed test.

n - -, = >
As an exampie, consid

(0

r the BEX column. 2AEFEX is
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NOT1ICe taat e TtlD Twl metiddas, L1nlr KUK and Lncr
ATV /D - + : + 3 5 3+ €€ be - 3
AEY,/E, ara nct statigiically different. However, potn
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Table 4-10. Statistical significance of paired combinations

IHCI' Incr Ill' T Incr
_ROR __ AEX/B _PEX/B _AEX AEX/B_PEX/8 PEX PAYBACK PAYBACK RANDOM

NET VALUIL

Tncr ROR - NO YES YES YES YES YES YES YES YES
incr AERX/B NO ~ YIS YES YES YES YES YES YES

Incy PLEX/B YES YES - YES YES YES YES YES YES YES
ALLX YES YIS YES - NO NO YES YES YES YES
AEX/B YES YES YL 3 NO - NO NO YES YES YES
PEX/B YIS YES YIS NO NO - NO YES YES YES
PIEX YES YIS YIS YES NO NO - YES YES YES
DPAYLACK YES YES YES YES YES YES YES - YES YES
Incr PAYBACK  YES YES YES YES YES YES YI'S YES - YES
RANDOM YES YES YIIS YES YES YES YES YES YES -~
ROR REALIZED

incr ROR - NO YII3 YES YES YES YES YES YES YES
Incr ABEX/B NO - YES YES YES YES YES YES YES YES
Iner PLX/B YIS YES - YIS YES YES YIS YES YES YES
A)X YIS Y113 YIS - NO NO YES YES YES YES
AREX/B YIRS YES YIS NO - YES YES YES YES YES
PEX/B YIG YES YES NO YES - NQO YES YES YES
PisX YIS YES YES YES YES NO - YES YES YES
PAYBACK Y28 YES YIS YES YES YES YES - YES YES
1ncr PAYBACK YRS YES YIS YES YES YES YES YES - YES

RANDOM YIRS YES YES YES  YES YES YIS YES YES -

99
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methods.

Varying Program
Parameters
As discussed at the beginning of this chapter, there
are several program variables that set the conditions of
the simulation. The remainder of this chapter will

pressnt results obtained by varving some of these program

veriables.
The constraint of a finite ccmputer budget does not
allow every parameter to be varied for every ranking

method. Therefore, the parameters will be varied only
for PEX and Incr ROR, two of the more widely aavocated

ranking methods.

Simulation length, M

The length of the simulation, M, sets the numbexr
of reriods to be simulated, and thus determines the

horizon date. M was allowed tc vary from 2-15 years,
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Table 4-11. Results achieved by varying M, the number of
periods 1in each cycle

Net Value (in millions) ROR Realized
M IncrpggR-PEX IncrpggR—PEX
PEX Incr ROR % 100% PEX Incr ROR % 100%
2 1.92 1.93 g.52 22.10 22.48 1.72
3 2.50 2.53 1.20 23.02 23.¢4 2.69
4 3.05 3.19 4.59 23.13 23.98 3.67
5 3.85 4.07 5.71 23.61 24.61 4.24
6 4.51 5.34 3.76 24.02 25.15 4.70
7 b.32 6.82 7.91 24.46 25.53 4.37
8 7.88 8.56 8.63 24.70 25.76 4.29
9 10.23 11.08 8.31 24,98 25.95 3.88
10 12.68 13.85 9.23 24.99 25.99 4.00
11 16.20 17.84 10.12 25.08 25.94 3.43
i2 20.62 22.54 9.31 25.23 26.05 3.25
13 25.94 28.44 9.64 25.37 26.17 3.15
14 33.06 36.04 9.01 25.41 26.11 2.75
13 42.50 46,63 9.72 25.60 26.33 2.85
156 52.68 58.04 10.17 25.5¢% 26.29 2.7¢&
17 67.12 73.19 9.04 25.68 26.27 2.30
18 80.69 88.70 9.93 25.54 26.13 2.31
i9 21,82 102.71% 13.22 24 .90 25.686 3.05
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only a 0.52% higher net value and a 1.72% higher rate of
return. As M increases, the relative superiority of Incr ROR
over PEX increases, and then stabilizes roughly around a
10% advantage in net value, and a 3% adavantage in rate of

return.

Number of projects, NP

The next parameter to be varied is NP, *he number
of projects generated in each investment period. NF was

allowed to vary from 2 to 20. Table 4-12 presents the

results

As the number of projects per period increases, the
net value and rate of return provided by both PEX and Incr
ROR increase. However, as NP gets larger, Incr ROR increases
faster than PEX, and the relative difference between the

two ranking methods grow larger.

MUTUA1L1Y exXCluslve allernactlves, Ma

¥X determines the number of mutually exclusive alierna-
tives ver independent project. The program 15 constructed
tec handle from Z to 7 alternatives. Tabie &4-13 presents
the results of varying MX.

At 211 wvalues of MX, Incr ROR resulted in a higher net



70

Table 4-12. Results achieved by varying NP, the number of
independent projects per period

Net Value (in millions) ROR Realized

NP Incr ROR~-PEX Incr ROR-PEX

PEX Incr PEX PEX Incr PEX
ROR x 100% ROR x 100%

2 5.08 5.35 5.31% 17.80 18.4¢9 3.88
3 6.72 6.92 2.98 20.71 21.05 1.64
4 7.62 7.83 2.76 22.00 22.33 1.50
5 8.39 8.50 1.31 23.14 23.3C .68
6 8.61 8.92 3.60 23.34 23.70 1.54
7 9.44 9.92 5.08 24.19 24.72 2.19
8 9.84 10.42 5.8 24.63 25.30 2.72
S 9.65 10.43 8.08 24.53 25.48 3.87
10 10.23 11.08 8.31 24.98 25.95 3.88
11 10.33 11.33 .48 25.05 26.27 4.87
12 9.85 11.50 15.58 24.78 26.38 6.46
13 10.37 12.06 16.3C 25.05 26.63 6.31
14 10.47 12.20 26.352 22.14 2¢c.°7 7.22
15 10,42 12.2¢ 17.823 23.22 27.23 7.87
ig 10.86 12.8% ig 22 25.80 27.49 7.383
17 X1.Z:1 13.%19 17.57 25.87 27.77 7.24
18 1il.Xls r2.78 32.53 25.77 2¢%.C2 12.61
18 11.57 17.93 54.897 26.18 31.20 19.17
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Table 4-13. Results by varying MX, the number of mutually ex-
clusive alternatives per independent project

Net Value (in millions) ROR Realized
MX PEX Incr Incr ROR-PEX PEX Incr Incr ROR-PEX
ROR PEX ROR PEX
x 100% x 100%
2 8.84 8.98 1.58 23.60 23.79 .81
3 9.85 10.04 1.93 24.72 25.06 1.13
4 10.23 11.08 8.31 24.98 25.95 3.88
5 9.58 11.37 18.68 24 .23 26.07 7.5¢
6 9.76 11.14 14.14 24.50 26.0C 6.12
7 9.43 11.15 18.24 24.16 26.15 8.24

Project life

The program is constructed to generate projects of

2 and 10 year lives. By

=3

ultipiving the zero to one

uniform random number, YFL{J),., bv 8. adding 2, and then

\]

-
L

Fh

ives o

rating prolects with lives of 2 and 10 vears, and then
relaxing this constraint to allow projects with lives

of 2 to § years.



Table 4-14. Results achieved by varying project life

RANKBY 2 and 10 2 to 9 $ Change

Net Value (in millions):

PEX $10.23 $10.44 +2.05%

Incr ROR 11.08 11.43 +3.16

PEX 24 .98% 25.22% +0.906

Incr ROR 25.94 26.27 +1.27

Allowing project life to vary has a consistent effect on
both the PEX and Incr ROR ranking criteria. It results in
a small increase in the net value and the rate of return

-

~ o e v~
LOL LOLLL T LLIVULD -

Percent mandatory, FM

The percentage of mandatory projects generated 1is

user controlled and can be set from zero to 100%. Tabile

2—-15 presents the valiues obtained for varicus lavels cf

DM feorx tweo diffexent levels of 2TCF; $1,200,000 and

$200,000. The results are presented only for PEX, because

as the level of mandatory prciects increases,; significance of

the ranking method decreases.
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Table 4-15. Results achieved by varying PM, the percentage

of mandatory projects (results presented only
for PEX)

Percent Mandatory
ATCF 5.00 0.25 0.50 0.75 1.00

Net vaiue (in miiiions):

-

Pl i Nalal laYale) TN ~
$S1,300,000 10.2

3 .57 8.37 7.20 £.95
$300,000 2.76 1.02 -0.24 -2.05 -4.41

ROR Realized:

$1,300,000 25.00 24.3 23.0 21.5 18.1

$300,000 26.1
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As the level of PM increases, both the net value and
the ROR realized decrease. When ATCF = $300,000, the
net value turns negative as PM increases. This occurs

because the firm is required to accept all mandatory

proJects. LI Tunas are not avalrlapie; e Liom wuudc
NArrAr 2+ NS Sincas +ha swioerzos vats of yatrurn of +he
SCrrlw alt Svs. SIICS Toe averagse raoge oo reourni O- Lae
e e e =~ 10 OQc£c 1. L3 3 ol
ge€neracel pIrojects 15 17J.20%, wn€ Iirm i103&8s5s mlney, and
its net vaiue turns negative.
-— - 3 g J = > = P B - ATV T T
roje€Cct 1NAiVISIOILILTY, 1INUL
Tha =rocram 1s constructed g that when TINDIV = 1
el h N t-/d- \Jv.‘-\.‘.&kl b Ot Nt Nf bt N s el N N N A S~ raalm e TP hanran e -
wTer colaml < + + Y ) = oo
cnly whncole projects are accegpted. wWhen INDIV = 2, frac
+ional nreoectg zre accented
cilhial DXejects are ccepted.
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Table 4-16 gives the results obtained for INDIV = 1
and INDIV = 2 at the two levels of ATCF used in the

previous section.

Table 4-16. Results achieved by varying INDIV, the project

indivisibility option
RANKBY
T P
ATCF INDIV PEX  Incr ROR (3RS 23X PEX,
x 100%
Net Value:
1,360,000 2 10.23 11.08 8.31%
’ ’ 1 9.54 10.55 10.59%
% Change from
INDIV = 2 to
INDIV = 1 -6.74% -4.78%
2 2.76 3.96 43.48%
300,000 1 1.75 3.18 81.71
% Change from
INDIV =2 to -36.6% -19.7%
INDIV = 1
ROR Realized:
2 25.0 25.9 3.6%
:
1,300,000 1 24.32 25.5 2.9
% Change from
INDIV = 2 to -2.8% —1.5%
INDIV = 1
2 26.1 30,3 15.33%
300,009 1 1. 28.5 31.94

3 Change from
TNNONTY =

PR pe s E -

INDIV =
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Accepting only whole projects (INDIV = 1) rather than
accepting fractional projects (INDIV = 2) decreases the
net value and ROR realized of the firm. This occurs be-

cause accepting fractional projects allows the firm to

invest all o

Hh
e
}_)

m

ts available capital in projects. Accepting
only whole projezcts forces the firm to have some carryover

cash, which earns only 5% interest.
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CHAPTER V. SUMMARY, CONCLUSIONS, AND
RECOMMENDATIONS

Sunmary

There are several methods that can be used to rank

-aald

capital investment alternatives. Unfortunately, there

is no general consensus regarding the best method to use.
The mcdel prescnted in this dissertation uses computer
simulation to investigate the relative performance of

several ranking techniques. Specificaily, the criteria

studied are:

1. AEX
2. AEX/B
3. PEX
4, DPEX/B

5. PAYBACK
6. RANDOM

7. Incr ROR

10. Tncxr PAYBACK

»

The model consists of a cash flow simuiator

= - RS U P = S . S -t %
Inese projeces are wrien ranxed accoraing o one &I Tohoe
Ry & —~ Ty -

abcve criteria and accepted for investment until the
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available funds are exhausted.

This continues for several

periods, and results in the firm increasing its wealth

through investment.
hcrizon date, and the
funds supplied

used to compare ranking criteria.

Conclusions

With regard to the study reported here,
conclusions may be stated:
1

The method employed to rank capital

alternatives does have an impact on

net value ¢of the firm

The relationship between the cutoff

are selected IfCor 1nvestment Dy
counted cash flow ranking methoeds.
3. The data indicate that for the Ui
and parametaers inceorporated in this

~
~r

Hh

o habe) o
=~ —ee o=

n

The net value of the firm at

rate of return realized

AEX/B provide a net value oI

the

-~ L la o~
i [P R

(ATCF) are the measures of effectiveness

Is)

14

the following

investment

the future

rate of

discount rate is important as

characteristics of the projects
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tested (Incr PEX/B, AEX, AEX/B, PEX/B, PEX,

PAYBACK, Incr PAVBACK, and RANDOM).

Recommendations for
Future Study

With regard to this study, some suggestions for

future study are:

1

4.

2.

Generate investment proposals with more diverse
characteristics of first cost, and the duration
and pattern of period by period cash flows.
Patterns such as decreasing gradients, and
projects with just a single future cash flow x

years hence are examples.

Thomson (1976) found that heuristic modifications

could improve the performance of Incr ROR as a
ranking criteria 1f the period-to-period cutoff

- ~ s . 2o a2 PR a3 LR |
rate Of return 1S tine—variainc. AQQicidnad

103
I.J

heuristics might be sought in a future study.
Mandatory proljects studied here had the same
..... istribution as did discretionary projects.
A future studv might investigate the effect of
eccnonmically disadvantageous mandatory projects
(zs for polliution control, meeting OSHA reqguire-

ments, and so forth).
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Investigate the effects of generating project
characteristics from distributions other than
uniform.

The computer program shculd be tested for increased
efficiency. Currently, each cycle reguires

between 80,030 and 300,000 statement executions,
and between two and five seconds CPU time.

Expand the model to permit the inclusion of

pre—-reguisite projects.
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